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ABSTRACT

Therehasbeena surgein artificial intelligence(Al) technologies
co-optedby or designedfor peoplewith visual disabilities. Re-
searcherandengineerhavepushedechnicalboundariesn areas
suchascomputetvision, naturallanguageprocessinglocationin-
ference andwearablecomputing.But what do peoplewith visual
disabilitiesimagineastheir own technologicafuture?To explore
this questionwe developedand carriedout tactile ideationwork-
shopswith participantsn the UK andIndia. Our participantsggen-
erateda large and diversesetof ideas,mostfocusingon waysto
meetneedsrelatedto social interaction.In somecasesthis was
a matterof recognizingpeople.In othercasesthey wantedto be
able to participatein social situationswith their disability being
unobtrusivelt wasstriking thatthis finding was consistenficross
UK andlIndia despitesubstantiatulturalandinfrastructuradiffer-
encesln this paperwe describea newtechniquefor working with
peoplewith visualdisabilitiesto imaginenewtechnologieshatare
tunedto their needsandaspirationsBasedon our experiencavith
theseworkshopswe provide a setof social dimensionswhereby
users@ocialneedsanddesiresarea moredeliberateconsideration
for assistive technology design.
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1. INTRODUCTION

Thereis a strongindustrial pushto create(artificial) intelligent
agentsthat utilize speechand computationaVision to enablenew
experiencesWhile intendedfor the mainstreamit is peoplewith
visual disabilitieswho have becomeespeciallyproficient power
usersof conversationahgentd29]. More recently therehavebeen
more explicit explorationsof how computationalision might en-
able the agentexperiencefor peoplewith visual disabilities. We
seeproductsthat: find andreadtext[33], identify objectsandpeo-
ple[37], [23], as well as describe images on social mgsi#h

As artificial intelligencematures,it becomesncreasinglyimpor-
tantto understandhe kinds of thingsthat peoplewith visual dis-
abilitieswould like to haveaspartof theirtechtoolkit. While there
is a growing literatureon what peoplefind challengingnow (e.g.,
[35],[51]), we wantedto promptthosewith visual disabilitiesto
imaginewhatartificial intelligencemight offer in the future Such
a future may addresspractical problemsthat usersface now, or
it might include a setof new abilities that we havenot yet con-
sidered Helping peopleimaginenovelideasfor the future canbe
done through a structured process of idedtagh

Currentmethodsf ideationrely heavily on visual stimuli andthus
are lesssuitableto usewith peoplewho havea visual disability.
Typically, thesemethodsncludeovertvisualactivitiessuchasus-
ing ideationcardsto promptideasaswell assubtlervisual activi-
tiessuchasrecordingtheoutcomeof anexercisewith post-itnotes.
Groupwork, evensharingphysicalmodels,canbe highly visual.
To work with peoplewith visual disabilitieswe needto develop
newideationtasksthatdo notrely onvision. In this paper,we de-
scribea setof novel ideationtasksthat we adaptedo usewith a
diverse group of people with visual disabilities.

As peoplewith visual disabilities are a very diversegroup, we

wantedto reflect that diversity in our participants.In particular,
while muchresearchanddevelopmentn assistivetechnologyhas
beenfocusedon resource-rickenvironmentswith advancednfra-

structure about90% of theworld®285million peoplewith visual

disabilitieslive in low-incomesettingg53]. As we explorehowin-

telligentagentscanenablepeoplewith visualdisabilities we want-

ed to considerhow differencesin context, culture, and resource
availability would affecttheideasgeneratedT o this end,we have
usedour ideationmethodsn two contrastingcontexts UK andIn-

dia.
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Thecentralfocusof this paperis a synthesiof theideasgenerated
using adapted tactile ideationtechniqueswith visually disabled
participantsn workshopsheldin the UK andIndia. We foundthat
participantsdespitedifferent cultural contexts focusedon intelli-
genttechnologieghat enabledthemto interactmore easily with
others Evenmundanehallengesverecouchedrerydirectlyin the
social contextin which they were raised.Thesefindings suggest
thatwe needto takecarefulconsideratiorof the socialdimensions
of the lived experiences of people with visual disabilities.

In doing so, we might extendthe commonemphasison wholly
practical or functional challengesthis usergroup faces,suchas
identifying moneyor navigatinga floorplan.A designspacemight
thusbeopenediupthatfocuseonthesubtler butequallyimportant
setof challengeghathaveyet to receivesubstantiahttention,e.g.
providing a socially appropriateoffering at templeor incidentally
noting the identity of someone passing by.

This paper makes three specific contributions:

1. Theconceptandrealizationof tactile ideationworkshops
specifically developed for people with visual disabilities;

2. A cross-culturacomparisorof ideasgeneratedy people
with visual disabilitiesin the UK andIndia, illustrating a
consistent desire for social experience;

3. An articulation of a set of social dimensionsto further
a more deliberatedesign considerationfor users@ocial
needs and desires in assistive technology design.

2. RELATED WORK

We beginthis sectionwith a brief overviewof thetypesof systems
beingdevelopedor peoplewith visualdisabilitiesin recentyears.
Wethendrawuponalarge,diverséliteratureonideation,capturing
relevantkey ideasthatcanbe utilized for tactileideation,andsum-
marizerelatedliteratureon designingwith peoplewho havea vi-
sual disability. As theseliteraturesare diverseand spreadacross
academidields andindustry,we do not attemptto coverthemex-
haustively,but highlight elementshat are particularly relevantto
the findings within this paper.

2.1 SystemsResearchfor Peoplewith Visual

Disabilities

Thereis alargeresearcHiteratureon developingsystemso make
life easierfor thosewho with visual disabilities.For example re-

centpapersin this communityhavefocusedon: the creation[10]

anduse[18] of tactile graphics;improvementdo screenreaders,
suchasconcurrentudio[22] or accesdo charts[58]; readingout
visual informationwith finger-mountedcamerag44]; 3D printed
tactile maps[47]; supportingcode navigation[7]; and not least,
blind photography{1]. The majority of thesesystemswhile di-

versein nature,are motivatedby accessssuesproviding support
for actions and activities available to people with sight.

The mostheavily researche@dreahasbeenthat of navigationand
orientation. Theserangefrom spottingzebracrossingq 3] to the
useof guidedroneg 6]. Otherexamplesnclude:finding busstops
[15]; traversingopenspace$16]; navigatingin buildings[24], and
indoor navigationmore generally[2]. In additionto work in this
community,thereare manytechnicalcommunitiesalso contribut-
ing to researcho supportsystemdevelopmenfor navigationsuch
asthe useof computervision [9]. We are also beginningto see
navigationtechnologieseacha largenumberof usersthroughin-

dustrial efforts, suchas Microsoft Soundscapg 34] a 3D spatial-
izedaudionavigationsystemandAmericanPrintingHousefor the
BlindOsNearby Exploreapp[4].

A newerareaof concentratioris objectandimageidentification.
This was first exploredthrough crowd-sourcingapplicationsthat
enableusergto sendimagesto peoplewho couldidentify them[8].
More recently,peoplehavesurfacedthe challengesof imageson
socialnetworkingsights[32], andaddressethemthroughdesign-
ing anautomatiacaptioningservicefor Facebook54]. Othershave
lookedat objectidentificationmoredirectly througha proposafor
a personalizedbject detector[25]; studiesunderstandingmage
capturefor objectidentification[31]; aswell asdesignexperiments
to understanabjectidentificationfor peoplewith low vision [55].
With thesestudieswe seedesignproposalor initial usesof artifi-
cial intelligence for enabling applications for practical tasks.

Thereis now a growing literaturethat focuseson the lived expe-
rienceof peoplewith visual disabilitiesratherthan the technolo-
gy perse.ShinohareandWobbrockhavepointedout thatassistive
technologycanimpedesocialinteraction[43] andintroducedthe
term social accessibilityto promptdesignergo think beyondthe
assistance device providesto its practicalityin a social setting
[42]. Zolyomi etal. takethis onestepfurtherto considerthe social
dimensionof adoptinga particularsightassistiveechnology[57].

Theseauthorspull out severalexampledn which peoplechoseto

accesgisual cuesfrom the systemto supportsocial participation
throughunderstandinghesurrounding®r understanding conver-
sational reference.

Thesocialdimensionof thelived experiencehowever haveonly
receivedlimited attentionby systembuilders. One group of re-
searcherhaveexploreda socialassistanf38]. Madefrom a cam-
eraand vibrating belt, the systemindicatesthe location and dis-
tanceof an interactionpartnerand their facial expressionThis
work illustrateshow systemand personco-adapt.Otherresearch
exploresthe captureof emotionalvalenceand headnodding,and
delivers the determinedresponsesverbally. They illustrate the
challengeof havingcategoricaresponseshat may be contextde-
pendent36]. Thereis alsowork that focuseson communicating
gazedirectionthroughtactile feedbackalthoughit has,sofar, not
beentestedwith visually disabledusers[39]. This work builds on
researclon affectrecognition butis only just beingexploredwith
people with visual disabilities.

2.2 Ideation Methods

Ideationis the creative processof generatingnew ideas. While
therearemanymethodsGrahamandBachmanrdelineatenine ap-
proache$20]. Someof theseapproacheareto solvespecificprob-
lems,suchasa known accessibilityissues Othersareintendedto
createentitiesor experiencesot yet known. Therearetwo types
of methodsn this latter categorythatwe would particularlylike to
highlightasrelevanthere:1) derivativeideasthatinvolve changing
an existing entity; and 2) symbioticideaswhich comefrom com-
bining multiple ideasinto a singularentity. Thesetwo approaches,
particularlysuitedto engenderingnewideas,havebeenembodied
in a range of different techniques.

Ideationcardsis a commonideationtechniqueusedin designing
interactiveexperiencesith technology.ldeationcardshelp par-
ticipantsto reflect on specific aspectsof the designor combine
unexpecteddeas.Golembewskifor example,hasproposedchow
designersmight createtheir own cards,helpingthemmix people,
place,andobjectsin serendipitousvays[19]. Therearea number
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of cardsetsavailablearoundspecifictopics,suchashumanisticas-
pectsof design[17] or legal andethicalaspectsn technologyde-
sign[30]. Woelfel provides an overview of existing toff].

Anotherideationtechnique and one that is moretactile, is Lego
SeriousPlay (LSP). LSP is a facilitated workshopin which par-
ticipantsrespondto tasksby building symbolicand metaphorical
modelswith LEGO bricks which are then narrated.Thereis an
emphasion concreteexpressiorof experiencesndideasthatare
otherwiseabstract.The practicalchallengesf implementingthis
methodhavebeennicely documentedor imagininghealthfutures
[45]. This work describeshow to build the confidenceof partic-
ipantsin the ideationprocessgraduallyscalingup the exercises.
It alsotalks aboutthe importanceof mixing individual andgroup
tasksto enablethesharingandbuilding on others@eas While tac-

tile, LSP relies heavily on sight to build and narrate the concept.

Therearemanyotherideationactivitiesandgameghatenabledea
generationthrough derivation, symbiosis,and spontaneity[21].

Other methodsthat we have drawn uponinclude: show-and-tell
objectbrainstorming andcritique. Show-and-telis an activity in

which everyonebringsanobjectanddescribesiowit representan

activity, enablingany of thethreeideageneratiortypes.Similarly,

objectbrainstormingutilizes objectschoserat randomasaway to

inspirefutureimaginings.Critique of currentsystemss a mecha-
nismto provideinsightsinto designissuesby populationswho do

not currentlyuseatechnologye.g.older peopleandbanking[48].

Thesemethodsprovidethe startingpointsfor the creationof truly

tactile ideation methods.

2.3 Designing with
Disabilities

A rangeof methodshavebeenusedto give voice to visually dis-

abledusersin the designprocesgo varying degreesA common
methodis in situ interviewingor observation For example Bran-

ham and Kane [12] focus on the co-creationof accessibldhome
spaceslinterviewing blind individuals and their partnersin their

homestheauthorsarticulatehow "can'tdo" activitiescanmoveto

"cando" activitieswith preparatiorhelp from a partner.With this

method,the authorshighlight the rangeof existing strategieshat

peoplealreadyhaveto achieveanaccessibléhome.Theyalsoem-

phasisehow the socialdimensionof the homemustbe accounted
for in technology designed for this space.

People with  Visual

User-centerediesignapproacheshift the focusfrom understand-
ing the user to encouragingthe user to articulate their needs
througha designprocessYe et al. [55], for exampleusea wear-
ableprobeto providea senseof the materialandthe practicalex-
perienceof interactingwith awearabledevicethroughaspeech-in-
terface.The authorsusedthe probeto help participantsarticulate
their views on both form andfunction. This approachgivesusers
a directvoice into designaspectdorefrontedby the designerput
thesemethodsdo not bring the uservoice into how bestto solvea
problem.

Participatory designattemptsto integrateusersinto the design
processdtself, to capturetacit knowledgein the productionof all
aspect®f thedesignfrom concepto featuresThereareonly afew
studiesthat use participatorydesignwith peoplewith visual dis-
abilities. Williams et al. [50] carry out a participatorydesignses-
sionto designa wearablenavigationaide. Their first activity was
doing low-fidelity prototypingwith craft materialsas an alterna-
tive to sketching.The participantspreferredtalking, question-an-
swer style, not utilizing the craft materials.This left the facilita-

tor to constructprototypesbasedon their understandingf thedis-
cussionTheauthorsreflectthatmorestructurewould havehelped
peopleengagen this unfamiliartask.Therectangulatablelayout
alsomadeit difficult for participantgo tactilely discoverwhatma-
terials were available.

A secondworkshopwasheldin which the sameparticipantsvere
askedo assemblea setof electroniccomponents$o designadevice
that could be usedto addressa specific scenariothat had come
from a previousworkshop.This activity helpedparticipantsgrap-
ple with trade-offsof featuresversusweightaswell asdelveinto
the specificsof physicaldesign.While therewaslittle imagination
of a technologybeyondwhat participantshad previously experi-
enced,t enabledhemto havedetailedconversationsiboutform-
factor and physical design.In doing so, they could contributea
wealth of tacit knowledge .However,the activities were not suc-
cessful in helping participants generate new ideas.

Rattoet al. [41] detail their effortsto designa betterblind tennis
ball throughparticipatorydesign.Blind tennisathletesandseveral
hackers¢ngineersstartedthe day with a discussionof the sport
andthe problemsfaced.The secondpart of the workshopfocused
on prototyping,with a self-dividebetweersightedpeoplebuilding

andblind peopletestingandcommenting.To addresshis, the au-
thorsbuilt toolsfor blind prototyping,includingtactile overlaysfor

circuit boardsand a digital multimeter. This work highlights the
complexrelationshipbetweerthe materialsbeingusedandpartic-
ipation.

Andrews[5] alsopresentsa hostof methodsusedover a number
of yearsto engageblind and partially sightedpeoplein participa-
tory designprocessesTheseincluded:moodboardsioammodels,
cards,existing productfeedbackand storytelling. One of the key
adaptationmeededo maketheseactivitieswork wastheuseof the
designerastranscribeito questiongposed.For examplejn mood-
boards,participantswere askedto respondto a technologybeing
namede.g.TV remote)andsaywhatneededo beimproved.This
approachof adaptatiorrelies heavily on how the sightedperson
summariseand prioritiseswhatis said, potentially taking the di-

rect voice away from people with visual disabilities.

Otherissueslocumentedéh AndrewsOsork weretheneedfor pre-
viousfamiliarity with topic of discussiorandchallengeswith low-
fidelity prototyping.Picturescould not be usedto conjureup an
idea,ratherparticipantshadto drawideasfrom their existingexpe-
riences.Low-fidelity prototypingwasalsoproblematic.While in-
tendedto inspire conversatiorthroughtheir look, their experience
by touch often encouragedietailedfeedbackinstead Participants
hadatendencyto focuson the detail of thetactile experiencdirst,
beforemoving to the generalconcept.While this makessensen
termsof the availability of informationthroughthefingertips, it is
not appropriateo low-fidelity forms. The tactile andauditoryex-
perienceof materialsratherthantheir visualform, mustbe consid-
ered in the design of appropriate activities.

3. METHOD

The mostsubstantiapart of the methodis the designof thetactile
ideationtasks.To do this, we draw upontwo typesof ideagener-
ation highlightedin the relatedwork section:derivativeideasand
symbioticideas.We instantiatethesethroughre-structuringexist-
ing approacheslescribedaboveto be entirely non-visual.In this
section,we first presenthe conceptof thesetactile ideationtasks.
Wethendiscusghetwo settingsin which theworkshopswerecar-
ried outin UK andIndia. Finally, we describehow we synthesized
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the results of the ideation process for presentation in this paper.

3.1 Tactile Ideation Tasks

The workshopconceptis built aroundthe notion of a sixth sense,
or a superpowerthatthe participantswould like to have.A focus
on a sixth sensevaschoserto help peoplearticulatea desirefor a
world augmentedn someway while beingtechnologicallyagnos-
tic. More specifically, it is intendedto questioninformationneed
irrespectiveof technologywhile respectindhighly developedndi-
vidual strategiesandpreference$o senseandform anunderstand-
ing of the world. The workshop consists of two activity sessions.

3.1.1 Activity Set 1

Thefirst sessiorstartsby askingpeopleto describewith the sup-
port of an objectthey are askedto bring, a sixth senseor super
powerthattheywould like to havein small groups.Objects(e.g.
a pair of glasses)re passedaroundfrom participantto partici-
pant during description.The use of an object draws inspiration
from the combinationof two approachesshowandtell andobject
brainstorming 21]. Show-and-telis anactivity in which everyone
bringsanobjectanddescribehow it representanactivity. Object
brainstormingutilizesobjectsis awayto inspirefutureimaginings.
Thechoiceof objectswasa deliberateoneto provideatactileway
to share and reference ideas.

This initial activity is then developedthrough asking eachpar-
ticipant to choosea sixth sensethat is not their own (referenced
throughthe objectson the table) and a talking buttonthat speaks
pre-recordedext. Talking buttonshaveplacenamesonthem,such
as:athome,atthemall, atwork, atthetemple etc. Participantsare
thenaskedto imaginehow theywould usetheir newsixth sensen
thatparticularlocation.To keeptheir handsbusyandcreatesome-
thing that can be sharedwith the group,eachparticipantis asked
to createan accessoryor their chosensixth senserom a lump of
clay givento them.Participantsaarethenaskedo discussandhand
their accessoriet eachother,beforechoosingoneto give to the
participants in another group.

The aim of this task, similar to ideationcards,is to juxtaposethe
unexpectedo stimulatecreativethinking beyonda personOswn
initial ideas.The useof clay drawsuponthe researcifrom Lego
SeriousPlaythatproposeshatmakingwith the handsinspiresdif-
ferentkinds of the ideas[40]. The choiceof makinganaccessory
is intendedto takethefocusoff havingto find a form for the sixth
senseTheneedto choosea singleconceptfrom all of thosemade
by the participantds intendedto stimulatethe discussiorand pri-
oritizationof thebenefitsandbr disadvantagesf a particularsixth
senselt is also envisionedto provide a mediumto seewhether
challenges raised in this discussion are common to participants.

Finally, eachgroupintegrateghesixth senseandscenariaeceived
from the othergroupwith anexistingtechnologythattheycurrent-
ly useto makeanewtechnologyThiscanbeeitheranentirelydig-
ital technology suchasan app,or a physicaltechnology suchas
aliquid level meter.The sessiorfinisheswith both groupssharing
their final conceptsThis final activity providesan opportunityfor
thefacilitator to explorecurrenttechnologyuse.lt alsobringsthe
sub-groupgogetherto discussthe ideasgeneratedhroughoutthe
first set of activities.

3.1.2 Activity Set 2
While the first setof activitiesis bottomup, with no constraints

aroundthe technology;the secondset of activities is top down,
ideatingarounda specificsetof technologiesexplicitly exploring
opportunitiesfor artificial intelligence,with a particularfocuson
computationalision. This setof activitiesstartswith a discussion
of whatartificial intelligencetechnologiesare capableof now and
what is predicted they might be capable of in 10 years' time.

Participantsaarethenaskedto designa technologythatthey would
like to usefrom a setof widgetsthatwill be providedto them.In
thefirst round,participantsareaskedio chooseoneartificial intel-
ligence(Al) widgetandoneoutputwidget. The Al widgetswere
previouslydecideduponduringaworkshopwith computationavi-
sion researchersandinclude: a personrecognizer.an objectrec-
ognizer,anobjectaligner,andaroommapper.The outputwidgets
include:speechyibration, 3d audio,andtactiledisplay.For exam-
ple, participantsnay createa systenthatrecognizeshe alignment
of two objectsandtellstheuseraboutthisthroughvibration. These
widgetsarerecordedon a talking buttonin the craft box that will
be given to the participant.

Participantsare further encouragedo usetheir own personabox
of craft materialsto illustratethe scenariain which their invented
technologywould be used.The craft materialboxescontain:pipe
cleanerspaperclips, clay, balloons legofigures,a safetyblanket,
foam,anddouble-sidedticky pads.Themakingapproachsin line
with the theoriesfrom Lego Seriousplay, with individual boxes
aimedat reducingthe problemof materialsbeingtoo far awayto
reach or undiscoverable, a problem raised in the literature review.

After 15 minutes,peoplecanadd a secondwidget. The final de-
signs,arethenpassedntrays,anddescribedanddiscusse@cross
both groups.

3.2 UK Cohort

Six participants(2 women)were recruitedthrough personalcon-
tactsof the leadresearchewho is an active memberof the local
blind community. They were chosento representhe diversity of
the blind community.Participantagesrangedfrom 8 (represented
by his mother)to 60 yearsold; vision levelsrangedfrom noneto
ability to readadaptedext; andboth early andlate blind werein-
cluded.All participantsvereheavytechnologyusersandcouldbe
seen as early adopters.

Theideationworkshoptook placein the public spaceof aresearch
lab in Cambridge UK. Participantsworkedin groupsof threeat

small roundtablesfor the first activity set. They satin the same
groupsat larger rectangulartablesfor the secondactivity setas

more spacewas needed.The sessionwas intendedto last three
hours,but intensediscussionsnadeit last more thanfour hours.

Each group had a facilitator.

3.3 India Cohort

Eight blind and partially sightedindividuals (4 women)werere-

cruited from Enablelndia, a charity that teachescomputerskills

(e.g. keyboarding,and screenreaderuse) along with workplace
skills (e.g.interactingin a sightedworkforce).Participantsanged
in agefrom late teensto thirties; sightlevelsrangedfrom adapted
text to no sight; andincludedearly andlate blind users.All were
learningto usetechnologyto gain betterjobs. Threewere smart-
phone owners.

The workshopstook placein a researcHab in Bangalore India.
Participantsveresplit into two roomsby genderto enablea freer
discussiorin a culturewheregendeiplaysa strongmediatingrole.
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Figure 1. Tactile ideation workshop with six participants. (Left) Object-based show and tell; (Right) Craft-based scenario genera-

tion.

Figure 2. Tactile ideation workshop in India with eight participants. (Left) Breakout for women with two facilitators; (Right)
Men's breakout with one participant.

Eachgroupsatarounda smallroundtablewith afacilitator. While
all participantsspokeEnglish,someweremoreconfidentthanoth-
ers.Local languagesuchasKanadaand Tamil werealsospoken
during the workshop,particularlyin the womenOgroup. Several
helperssataroundthe outsideof thetable,helpingwith translation.

The ideationtaskswere adaptedbasedon the experienceof the
UK sessiomaswell aspracticalneed.This workshopfocuseden-
tirely on activity set1 due to the resistancewve sawin the UK
workshopto using clay and craft materials(as discussedelow).
In lieu of participantsbringing objects,we had various objects
availableto them.Theseincluded:pipe cleanerspebblemagnets,
survival blanket,stressball, blue-tac,and paperclips Participants
were askedto usetheseto help themthink of a sixth senseThis
was donefor practicality,aswe did not havedirect contactwith
participantsbeforetheir arrival. The placesusedin the placeactiv-
ity wereadaptedo be culturally relevant:Market, Temple,Rela-
tiveOs house, and Work or School.

3.4 Data Synthesis

All of the workshopswere video and audio recorded.The facili-
tatorsof eachgroupalsotook notesduring and after the session.
Eachworkshopgroup had two peopledraw out the ideaswhich

werethenplacedin a spreadsheeRelatedcontext,suchasuseex-
amplesof proposeddeasor detailsaboutthe participants®ack-
groundthat helpedinterpretationwerealsoincluded.The authors
workedtogethetto clusterthedatainto meaningfulgroupspresent-
edin thefindings. This wasan iterative processnformed by im-
mersionin theliteratureaswell asotherrelatedstudieswith people
with visual disabilities.Permissiorwasgivento the useof photos
in publications.

4. FINDINGS

Thetwo ideationsessionsverebothhighly generativespawninga
largeandvariednumberof ideas.Someof thoseideasweredirect
descriptionsf whatatechnologywould do: Oidentifyanofficial at
anoffice or summona guideIp7). Othersdescribechow a tech-
nologymightdo somethingOTheccessoryould transferthepat-
ternsin theenvironmento mein asilentway, notinvolving vibra-
tion or audio.| wantit to go directly to my brain.QUKp5). Many
of the ideascameas part of stories.Thosestoriescommunicated
how a particularneedwould impactthe participantspr, the partic-
ipantsintegrateda variety of ideasgeneratedhroughthe iterative
activitiesinto a single proposedscenarioBelow aretwo suchex-
amples, respectively.
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A sixth-senseo tell me whenlOveoffendedsomeone
as | canOtread peopleOseactions anymore. You

wouldnOknow if you queugumpedandsomeonavas
offended.Peoplearelikely to tell you whenyou are
pleasedbut maytry to hidetheir frustrationor anger.
(UKp3)

The systemalreadyknowswho your relativesare (be-
causeyouinteractall thetime). Detectchangesn fur-
niture from lasttime visited.Who is presentoday?Is
cousinthere?Facialexpressiommayindicatethatfam-
ily folks aren'tthat interestedin having you around.

(Ip6).

Mostnotableabouttheideasgenerateds thatthemajority mention
peopleeitherasobjectsof identificationor aspart of the story. If
we breakdown our datainto singularideasandremoveduplicates
from the samegroup,we count66 ideasof which 28 arefrom the
UK. Fourof theimaginedsixth sensesverenot specificto people
with avisualdisability, focusingon OknowinghefutureCor Odiag-
nosingillnessthroughfeelingthe hand.orty of the remaining62
ideasmentionedpeoplein someway. While thesearerough esti-
matesgiventhedifficulty of quantifyingOaridea,Qheydo give a
senseof how pervasiveandimportantpeoplearein the ideasthat
surfaced We focusthe remaininganalysison articulatingthe dif-
ferent ways people feature in our data set.

4.1 ldentifying People

Many of the exampledocusedon identifying andlocatingknown
people.Someparticipantswantedto identify friendsin a temple
(Ip4), or know when their managerwas passingby at work
(UKp4). Thesetwo examplesareillustrative of a rangeof exam-
plesin which other strategiessuchasvoice or handshakeecog-
nition could not be broughtto bearbecausef the socialprotocol.
Two othersituationswere singledout asbeingchallengingplaces
to identify people:networkingeventsand serendipitousneetings
onthestreet.Thenoiseandcrowd of a networkingeventmadeag-
ile movemento sought-forpeopledifficult. Whereaghe serendip-
ity of the streetmadeit difficult to apply contextin the sense-mak-
ing process of who might be around.

When networkingit can be hard becauseyou know
peopleare in the room, but you donOknow where
(UKpl).

As illustrated through theseexamples,identifying peoplehad a
numberof purposedeyondengagemenwith apersonfirst,some
of our participantspointed out with a wry senseof humor that
identifying peoplealsoenablegheiravoidanceAvoiding peopleis

somethinga personwith a visual disability cannoteasilydo. Sec-
ond,in anextendedexamplefrom the India workshop,identifying

which relativeswerein the housewhenlooking for Ocousin@as
desired(Ip8). This additionalinformation provideda social con-
textto ascertairthe socially appropriatenannerfor engagingwith

acousinevenif the otherpeoplewerenottheintendedfocusof the
visit.

Identifying peoplewasnot limited to a known person.t wasalso
importantto identify peopleroutinely in the sameenvironment.
Participantspokeabouthow theyoftenfelt disconnectedrom the
communities in which they lived and worked.

I live in avillage. Peopleknow what| look like and
theywill oftensayhelloto me,butl haveno cluewho
theyare.If theycomeandspeakto me, theysay,|Ove
knownyou for 20 years.But | havenGtnownyou for

20 years, youOve never spoken to me before. (UKp5)

There was almost a fascinationwith how sighted people could
meeteachother without directly interactingjust by beingin the
samespace Theseexamplestretchtheideaof peoplewe know by
name to those we know by sight, or the familiar stranger.

Not least,therewereseverakexamplesn whichtherole of the per-

sonwas more importantthanidentifying the person.In the most

direct sense therewas a needto identify help or a guide when

entering a building (Ip7). This could also extendto temporary
roles,suchasfinding peoplewholook like theyaregoingto lunch

(UKp4). Themostgeneraform of this wasgaininganunderstand-
ing of whois around Forexampleunderstandingvherepeopleare

walking and prayingin a templeenablesnavigatingaroundthem

(Ip4). Equally, peopleubiquitouslywantedto know wherepeople
were absent, in order to find an empty seat.

4.2 Managing Social Interactions

Beyondthe identification of people,many examplesfocusedon
theidentificationof socialcuesto enablethe managementf social
interaction.Someparticipantsemphasizedhe desirefor the low-
bandwidthcommunicationprovidedby eye-contac{UKp5). An-
other participantpointed out that it providesa back channelfor
communicatingwith a single other personin a room whenthere
weremultiple people(UKp3). This is capturedn the examplebe-
low:

| wantto beableto look at [blind son]acrosgheroom
to let him know that he should stop what he is do-
ing without drawingeveryoneCattentionby speaking
aloud. (UKp6)

Otherswanteda moresophisticatedvay to readreactionso mod-
ulatetheir own behaviorwhetherit bein a doctor-patientelation-
ship or just with family.

A way to know how someonés respondingvhen!Om
breakingbadnews[as a doctor]in a hospitalcontext.
(UKp2)

RelativesarenOalwaysthat interestedn havingyou
around.It would be usefulto gaugeattentionandin-
terest from them in a conversation. (Ip6)

Interestingly,peoplewere more concernedwith getting negative
cuesratherthan positive, pointing out that peopleare more forth-
comingwhentheyarepleasedbut attemptto be neutralwhendis-
pleasedThis attemptat understatemennadereadingintent from
audio cuesalonefar more challenging.Finally, peoplewantedto
accession-verbalkuescritical for interaction suchasanextended
handor a headnod. Non-verbalcuesalsoextendedo understand-
ing attention.

| wantto understandhat the priesthasextendecdhis
hand with an offering of Prasad. (Ip1)

Supposeave havegoneto a vendorto buy somestuff
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andwe arekeepingontelling him somethingputheis
talking to the customerbesideus. Sowe arenot able
to understandvhethereis talkingto *me* or theper-
son beside me. (Ip5)

While onegroupin the UK musedover why peoplecontinuedto
usesuchnon-verbalinteractionswith peoplethey knew could not
seethem,thegroupsin Indiadid not questionthe phenomenoras-
suming it was their responsibility to fit socially.

4.3 Social Stories

Therewerealsoa largenumberof examplesn which peoplefea-
turedprominentlyin the story, but peoplewerenot necessarilghe
objectsof recognition.While the quotationbelow hasseemingly
little to do with people,unpackingit with the participantsled to
a discussionaroundconversationaparticipation. When out-and-
about,it wascommonto fall into arelationshipin which theworld
wasdescribeddy the sightedpersonandthe descriptionabsorbed
by the visually disabled person.

Here are a pair of glassesand they are magical, or
technical samething. They cando patterndetection|
amvery competitiveandno matterwhatthe situation
my wife or colleaguesando betterwhenit comesto
matching patterns. (UKp4)

Conversationsiyhenout-and-aboutareoftenaboutvisual similar-
ity DOthats similarto thehousesve sawin Swederlastyear®or
visualdifferenceb Othashopis now closed.@ur participantsfelt
thatthe morevisual cuesthey had,the more opportunitythey had
to initiate conversation.

On the surface,the next examplemay describethe mechanistic
challengeof recognizingand distinguishingcoins, yet the social
storyunderlingthisinstanceaatherhighlightsthedesireto takepart
in activities without disrupting social norms.

At thetemplewefind it hardto recognizethecoins(1
Rupeeor 2 Rupees})o offer during the prayersto the
priest.It is alsohardto distinguishnotesto offer. With
shopswe canalwaysaskwhatnoteit is andexchange
it with theright oneif wrong.But at atemple,we are
embarrassetb askandexchangenotesor coins.We
want to be able to tell accurately. (Ip2, Ip3)

This exampleillustratesthat the motivationfor a simple recogni-
tion technologyis influencedby the socialsettingin whichit is re-
quired.While suchtechnologiesnaybeusefulin arangeof places,
our examplesighlightedhow socialspace®ftenreducethe avail-
ability of otherstrategieso gaininformation,makingsocialpartic-
ipation more difficult.

Socialparticipationtook on a new shapewith severalexamplesn
which the technologicaheedwasto avoid beingtakenadvantage
of because of a disability.

| wantatalking ATM. My friendsor relativeshelpme
now, but sometimes they take a tip. (Ip3)

The seller gives me somethingotherthanwhat | ask
for. | tell him thatthis is not right, but he doesnClie-
lieve me. | needsomethingto provethat| amright.

(Ip1)

Theseexampleshowthatsocialparticipationis not only a matter
of desire,but also of necessity.The ability to demonstrat&com-
petenceand Onormality@s a key driver of informationalneedin
somecircumstancesWhile we only saw suchexamplesn India,
we know thatthereis relatedresearchhat suggests similar need
in Westerncontexts suchasthe demonstratiorof professionalism
among blind people at wofk 1].

Sociallymotivatedtechnologyusealsocamefrom the needfor so-
cial independencesomeof our examplesighlight thatthelack of

informationkeepsyoung peoplefrom gainingthe socialindepen-
dence they desire as illustrated in the quotation below.

My parentsdo this now, but IOdike my phoneto be
able to tell me about obstacles or steps (Ip8).

Most of the examples]ike this one,askingfor practicalsolutions
did not referencepeople,but could be seenassocially motivated.
While gainingsocialindependencés perhapshe oppositeof so-
cial participation,they arelinked in that socialindependencéor
mundanetasksenableseffort to be put towardsinherently social
interactionsunencumberethy need,creatingan equality of inter-
action.

4.4 People across Cultures

Themoststriking aspecof ourdatais thesimilarity of ideasgener-
atedacrosghe two workshopsThe UK andIndia havesubstantial
cultural andinfrastructuraldifferences We had expectedhatthis
mightleadto differentideationresults but this waslargely not the
caseTheonly differenceswere:the UK hadideasunrelatedo vi-
sualdisability; andIndia startedthe conversatiorwith very direct
day-to-dayneedpeoplewantedmet, suchasbetterwalking direc-
tions.However,oncesettledinto the activities,theideasacrosshe
two localitiesbecamemuchmoresimilar. The mostendearingex-
ampleare the following two quotationswhich are aiming for the
exactsamething Bthatthing that manyyoungpeoplearelooking
for regardless of culture or location.

If I'm talking to someonandthey'renot thatinterest-
edin speakingo me,theirfacialexpressiomwill show:
Soyou canfinish the conversatiorquickly. She'sjust
not that into you. (Ip5)

A way to read emotionsduring the [name] therapy
groups,whengirls areeyeingme.| canguesslot less
aboutwhat peoplethink now that| cannotseetheir
faces. (UKp1l)

5. DISCUSSION

We have presentedhe method and synthesisof findings from

ideationworkshopswith visually disabledpeoplein theUK andin-

diain orderto understandiow this usergroupmightimaginetheir
own futurewith (artificial) intelligentagentsWe weresurprisedo

find thatwhentaking anideationapproachagnosticto technology
andcurrenteverydayneedspur participantsfocusedon technolo-
giesthat could help them meettheir social desires.In somecas-
esthatwasa matterof recognizingpeople.In othercasesjt was
a matterof beingableto participatein socialsituationswith their
disability being unobtrusive It was striking that this finding was
consistenacrosdJK andindia, despitesubstantiatulturalandin-

frastructural differences.
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In the discussionwe teaseout what the social dimensionsof the
lived experienceof this user group might look like in a design
process.We also commenton the particularitiesof the tactile
ideationworkshopmethodandits role in forefrontingsocialinter-
action in our findings.

5.5 Enabling Social Experiences

The moststriking aspectof our workshopswasthe strong,cross-
cultural focus on the sociality of the lived experienceof our par-
ticipants.This standsin contrastto the political motivationof ac-
cessandaccessibilityoften referencedn the technologycommu-
nity. While accesso educationwork, or culturemediatedhrough
technologyis critical, we shouldnot forgetthat peoples@ves are
situatedsocially. In our workshops the desirefor nuancedcom-
municationandinteractionwith otherpeopleroseabovethe more
practicalchallengeshat our participantsundoubtedlyfaced,such
as getting to work.

The strongfocuson socialsituationsin our workshopwasunder-
pinnedby a setof storiesthat suggeste@xamplesn which exist-

ing strategiesvere not sufficient. All our participantsin the UK

andmostin India hadstrategiedor gettingto work andotherdai-

ly activities. They werealsoskilled in usingbroademresourcesf

contextto infer socialbehaviof 14]. However participants@evel-
opedstrategie®ftenbrokedownwhentherewasa needto respect
formal socialstructureIndeed participantsfelt thateliciting social
informationin manysocialsettingsforegroundedheir disabilities
in an undesired way.

Identifying peopleandtheir associateattributeswasa prominent
themein our findings: knowing who is around,who is a familiar
strangeror who is in an official role. Our findings also highlight
that sociality for our participantsextendedbeyond recognizing
peopleandtheirattributes Participatingsociallyoftenmeantdoing
what othersare doing, simulating a rangeof visual capabilities,
suchasobjector textrecognition While thismaybe seerassimply
anaccessssue,it is the socialcontextwhich shapesvhy andhow
someof theseneedsmight be metwith technology It may not be
appropriate to use an expensive mobile phone in an Indian temple

Table 1.Categories of social activities and motivations

AXis

Definition

Example

Social Main-
tenance

The process
of managing
interaction
through
knowledge of
other partici-
pantsO social
cues.

I want to understand that the
priest has extended his hand w
an offering of Prasad.

A way to know how someone i
responding when 1Om breaking
bad news [as a doctor] in a hog
pital context.

ith

Social Navi-
gation

The process
of identifying
and entering
into opportu-
nities for so-
cial interac-
tion.

When networking it can be har
because you know people are
the room, but you donOt know
where.

Finding people who look like
they are going to lunch.

S

Social Partic-
ipation

The ability to
participate in
a given socia
interaction.

At the temple, we find it hard tg
recognize the coins to offer du
ing the prayers to the priest. E
But at a temple, we are embar-
rassed to ask and exchange ng¢
or coins. We want to be able tq
tell accurately.

Visual cues of the environment
provided the opportunity to initi
ate conversation.

tes

Social Inde-
pendence

The ability to
be free from
the con-
straints of so-
cial interac-
tion through

I want a talking ATM. My
friends or relatives help me no
but sometimes they take a tip.

My parents do this now, but IO

It is possiblethat social experiencesfeatured strongly in our
ideationworkshopsbecausef the inherentlyhumanimplications
of positive and negativesocialinteractionfor oneOsenseof self
[27]. Peopleare strongly motivatedby loss aversion,and social
awarenessan provide a safetynetfor our behavior.Previousre-
searchhasshownthat avoiding deviationsfrom socialnormsfea-
turesstronglyamongusesof technologyenvisagedy somepeo-
ple with visual disabilities[28]. Our findings suggestthe same,
promptingusto considerthe designspaceof enablingsocialexpe-
riences in assistive intelligent technologies.

To supportdesignersand technologistsn thinking aboutwhat it
might meanto enablesocial experienceswe identified social di-
mensionghatwere prevalentin our data.Threeof thesespanned
social activities that peopleparticipated:social navigation,social
maintenancesocialparticipation.We identified a fourth category,
socialindependencewhich motivateda wide rangeof activities.
Thedefinition of eachof thesedimensioncanbefoundin Tablel.
Thesedimensionsareintendedfor broadeninghoughtsn ideation
and design practicesto ensurewe designtechnologiesthat go
beyondmeetingpeopleOfunctional needs to meetingthe social
needs that make us inherently human.

This designspacewith initial explorationsccompelling(e.g.social
interactionassistan{38]), mustbe approachedvith nuance.Lit-

like my phone to be able to tell

independent me about obstacles or steps.

abilities.

erature for example hasalreadyalludedto the challengesof ex-
pressingcontinuousaspectof non-verbalinteractions(e.g. facial
expressionyvith thelabelledclassesnachindearningsystemscan
produce[36]. Indeed, mappingthe visual recognitionof identi-
fied peoplein spaceto an audiblerepresentatiomaisesa host of
questionsabouthow location,spaceandidentify are co-constitut-
ed (see,for example[32]). For thosewith little to no sight, there
may be significantly different notionsof peoplein spacethat are
noteasilyalignedwith visualmodesof recognition. Theseinsights
remindusof theimportanceof socialaccessibility42], bothin the
use of technology and priority in designing it.

5.6 A Reflection on Method

The ideas generatedin the workshopsundertakenare without
doubtshapeddy the methodsthat we used.A key elementof the
first part of the methodwasto focuson encouragingparticipants
to imaginea sixth senseratherthana technologyper se. Interest-
ingly, participantsin the UK did not containtheir ideasto visual
disability; manywantedto predictthe future. In India, the partici-
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pantsstartedout persistentiyfocusedon daily challengeghey ex-
periencedgnoringtheideaof a sixth senseGradually throughthe
layeringof exerciseghatbuilt on andchangedreviousideas,our
participantsstartedto reachbeyondwhat they thoughtwas possi-
ble, to what would they would really like.

It wasstriking thatin the UK, in which the sixth senseactivities
werefollowed by activitiesimaginingatechnologybasedn exist-
ing technologiesthis leadto dramaticallydifferenttypesof ideas.
In thefirst setof activities,all the participantfocusedon ways of
connectingvith otherpeopleln thesecondsetof activities,all par-
ticipantsbuilt navigationaindmappingtools. We cansurmisethat
thisdramaticchangemayillustratethe challengeof peopleimagin-
ing the form of newtechnologieor how theyOdvork. It mayhave
beenalsoanissueof thedifficulties of prototypingwithout vision.
Oneparticipantsaid: OlOrnly doingmapsbecausé¢hey aremore
fun to make.(Regardlesst is clearthatmethodghatdrawpeople
away from solving daily problemsopenup the spaceabouttech-
nologies we might imagine for the future.

A substantialpart of the workshoprelied on physicalobjectsas
a meansto supportideationand communicatiorbetweenpartici-

pants.Objectsworkedwell in both the UK and India as OfiddleO

things:waysto keepthe handsbusyandnot feel compelledto talk
asideasformed.In the UK, theyalsoworkedwell for sharingcon-
ceptsandhelpingpeoplekeeptrackof theideaspresentedn India,
someof theparticipantdreatedheobjectsquiteliterally. Thesafe-
ty blanketwaslike a parachutéo getoff a plane;blue-taccouldbe
usedto makeart work with oneOshildrenfor school.The useof
objectsaspromptsfor lateralthinking seemedo be an unfamiliar
ideato someof our participantsThis probablyhaslessto do with
theuseof objects butratherdesign-lednethodsbeingmorefamil-
iar to those with particular educational backgroui@iis

Prototyping,the creationof new objectsasa meansto exploreor
presenideas,did notwork well. It wasenjoyedby thosewith par-
tial-sight,butthosewith lessvision foundit difficult. While people
enjoyedplaying with the materials wrappinga fluffy pipe clean-
er aroundthe neckor playingwith clay asputty, it wasdifficult to

put thingstogetherin a coherentscene The spatialunderstanding

neededaxedpeoplein awaythatdid notencouragédeation.Mak-
ing the materialseasily availablein personaboxesandproviding
boundedtrays for the work was not enough.The clay alsomade
peopleObandssticky, a problemif you usedyour handsto make
sensef theworld. It couldbeinterestingo exploretheadaptation
of methodssuchasinvisible design thatelicit discussiorthrough
ambiguous film without ever showing the desjdf].

We presentin this paperthe ideasgeneratedhroughthe ideation
processhowever,therewasalsoa lot of insightful sidetalk. The
sessionsnaturally encouragedpeople to volunteer information
abouttheir currenttechnologyuse.We got, for example,several
excellentcomparisondetweeravailabletechnologiesParticipants
talkedatlengthaboutappropriatdorm-factorof devicesNot least,
participants both in India and UK, were very forthcomingabout
theirthoughtsandchoicesrelatedto living with avisualdisability.
This opennessuilt asthe sessiorwenton, with someof the most

poignantdiscussionsat the end. We felt that tactile engagement

workedwell asa meangor empathetie@ngagemertb conducten-
quiry into peopleOs lives without intrud{dg] .

6. CONCLUSIONS

As artificial intelligencematures,t becomesncreasinglyimpor-
tantto understandhe kinds of thingsthat peoplewith visual dis-

abilitieswould like to haveaspartof their techtoolkit. In this pa-
per, throughpresentinghe findings of tactile ideationworkshops
in both UK and India, we highlight an underexploredspacefor

imaginingtechnologiedor peoplewith visualdisabilitiesthatfore-

frontstheinherentsocialityin which theylive. As designerstech-
nologists,and researchersvork to imagine how intelligent tech-
nologiescanpartnerwith peopleto increasecapabilities[26], we

encouragea more deliberatefocus on users@ocial needsand de-
sires.
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