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ABSTRACT
Therehasbeena surgein artificial intelligence(AI) technologies
co-optedby or designedfor peoplewith visual disabilities.Re-
searchersandengineershavepushedtechnicalboundariesin areas
suchascomputervision, naturallanguageprocessing,locationin-
ference,andwearablecomputing.But whatdo peoplewith visual
disabilitiesimagineastheir own technologicalfuture?To explore
this question,we developedandcarriedout tactile ideationwork-
shopswith participantsin theUK andIndia.Our participantsgen-
erateda largeanddiversesetof ideas,most focusingon waysto
meetneedsrelatedto social interaction.In somecases,this was
a matterof recognizingpeople.In othercases,they wantedto be
able to participatein social situationswith their disability being
unobtrusive.It wasstriking that this finding wasconsistentacross
UK andIndiadespitesubstantialculturalandinfrastructuraldiffer-
ences.In thispaper,wedescribeanewtechniquefor workingwith
peoplewith visualdisabilitiesto imaginenewtechnologiesthatare
tunedto their needsandaspirations.Basedon our experiencewith
theseworkshops,we providea setof socialdimensionswhereby
usersÕsocialneedsanddesiresarea moredeliberateconsideration
for assistive technology design.

Categories and Subject Descriptors
Categories

Keywords
Keywords

1. INTRODUCTION
There is a strong industrial push to create(artificial) intelligent
agentsthatutilize speechandcomputationalvision to enablenew
experiences.While intendedfor the mainstream,it is peoplewith
visual disabilitieswho havebecomeespeciallyproficient power
usersof conversationalagents[29]. Morerecently,therehavebeen
moreexplicit explorationsof how computationalvision might en-
able the agentexperiencefor peoplewith visual disabilities.We
seeproductsthat:find andreadtext [33], identify objectsandpeo-
ple [37], [23], as well as describe images on social media[54].

As artificial intelligencematures,it becomesincreasinglyimpor-
tant to understandthe kinds of thingsthat peoplewith visual dis-
abilitieswould like to haveaspartof their techtoolkit. While there
is a growing literatureon whatpeoplefind challengingnow(e.g.,
[35],[51]), we wantedto prompt thosewith visual disabilitiesto
imaginewhatartificial intelligencemight offer in thefuture. Such
a future may addresspracticalproblemsthat usersface now, or
it might include a set of new abilities that we havenot yet con-
sidered.Helpingpeopleimaginenovel ideasfor the futurecanbe
done through a structured process of ideation[20].

Currentmethodsof ideationrely heavilyonvisualstimuli andthus
are lesssuitableto usewith peoplewho havea visual disability.
Typically, thesemethodsincludeovertvisualactivitiessuchasus-
ing ideationcardsto promptideasaswell assubtlervisualactivi-
tiessuchasrecordingtheoutcomeof anexercisewith post-itnotes.
Groupwork, evensharingphysicalmodels,canbe highly visual.
To work with peoplewith visual disabilitieswe needto develop
newideationtasksthatdo not rely on vision. In this paper,we de-
scribea setof novel ideationtasksthat we adaptedto usewith a
diverse group of people with visual disabilities.

As peoplewith visual disabilities are a very diversegroup, we
wantedto reflect that diversity in our participants.In particular,
while muchresearchanddevelopmentin assistivetechnologyhas
beenfocusedon resource-richenvironmentswith advancedinfra-
structure,about90%of theworldÕs285million peoplewith visual
disabilitieslive in low-incomesettings[53]. As weexplorehowin-
telligentagentscanenablepeoplewith visualdisabilities,wewant-
ed to considerhow differencesin context,culture, and resource
availability would affect theideasgenerated.To this end,we have
usedour ideationmethodsin two contrastingcontexts,UK andIn-
dia.

Permissionto makedigital or hardcopiesof all or partof thiswork for per-
sonalor classroomuseis grantedwithout feeprovidedthatcopiesarenot
madeor distributedfor profit or commercialadvantageandthatcopiesbear
this noticeandthefull citationon thefirst page.To copyotherwise,or re-
publish,to poston serversor to redistributeto lists, requiresprior specific
permission and/or a fee.
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Copyright 2010 ACM 1-58113-000-0/00/0010 É.00.
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Thecentralfocusof thispaperis asynthesisof theideasgenerated
using adapted,tactile ideation techniqueswith visually disabled
participantsin workshopsheldin theUK andIndia.We foundthat
participants,despitedifferentcultural contexts,focusedon intelli-
gent technologiesthat enabledthem to interactmore easily with
others.Evenmundanechallengeswerecouchedverydirectly in the
social contextin which they were raised.Thesefindings suggest
thatwe needto takecarefulconsiderationof thesocialdimensions
of the lived experiences of people with visual disabilities.

In doing so, we might extendthe commonemphasison wholly
practicalor functional challengesthis usergroup faces,suchas
identifyingmoneyor navigatinga floorplan.A designspacemight
thusbeopenedupthatfocusesonthesubtler,butequallyimportant
setof challengesthathaveyet to receivesubstantialattention,e.g.
providing a socially appropriateoffering at templeor incidentally
noting the identity of someone passing by.

This paper makes three specific contributions:

1. The conceptandrealizationof tactile ideationworkshops
specifically developed for people with visual disabilities;

2. A cross-culturalcomparisonof ideasgeneratedby people
with visual disabilitiesin the UK andIndia, illustrating a
consistent desire for social experience;

3. An articulation of a set of social dimensionsto further
a more deliberatedesignconsiderationfor usersÕsocial
needs and desires in assistive technology design.

2. RELATED WORK
Webeginthissectionwith abrief overviewof thetypesof systems
beingdevelopedfor peoplewith visualdisabilitiesin recentyears.
Wethendrawuponalarge,diverseliteratureonideation,capturing
relevantkey ideasthatcanbeutilized for tactileideation,andsum-
marizerelatedliteratureon designingwith peoplewho havea vi-
sual disability. As theseliteraturesare diverseand spreadacross
academicfields andindustry,we do not attemptto coverthemex-
haustively,but highlight elementsthat areparticularlyrelevantto
the findings within this paper.

2.1 SystemsResearchfor People with Visual
Disabilities
Thereis a largeresearchliteratureon developingsystemsto make
life easierfor thosewho with visual disabilities.For example,re-
centpapersin this communityhavefocusedon: the creation[10]
anduse[18] of tactile graphics;improvementsto screenreaders,
suchasconcurrentaudio[22] or accessto charts[58]; readingout
visual informationwith finger-mountedcameras[44]; 3D printed
tactile maps[47]; supportingcodenavigation[7]; and not least,
blind photography[1]. The majority of thesesystems,while di-
versein nature,aremotivatedby accessissues,providingsupport
for actions and activities available to people with sight.

The mostheavily researchedareahasbeenthat of navigationand
orientation.Theserangefrom spottingzebracrossings[3] to the
useof guidedrones[6]. Otherexamplesinclude:finding busstops
[15]; traversingopenspaces[16]; navigatingin buildings[24], and
indoor navigationmoregenerally[2]. In addition to work in this
community,therearemanytechnicalcommunitiesalsocontribut-
ing to researchto supportsystemdevelopmentfor navigationsuch
as the useof computervision [9]. We are also beginningto see
navigationtechnologiesreacha largenumberof usersthroughin-

dustrialefforts, suchasMicrosoft Soundscape, [34] a 3D spatial-
izedaudionavigationsystem,andAmericanPrintingHousefor the
BlindÕsNearby Explorerapp[4].

A newerareaof concentrationis objectandimageidentification.
This was first exploredthroughcrowd-sourcingapplicationsthat
enableusersto sendimagesto peoplewhocouldidentify them[8].
More recently,peoplehavesurfacedthe challengesof imageson
socialnetworkingsights[32], andaddressedthemthroughdesign-
ing anautomaticcaptioningservicefor Facebook[54]. Othershave
lookedatobjectidentificationmoredirectly throughaproposalfor
a personalizedobject detector[25]; studiesunderstandingimage
capturefor objectidentification[31]; aswell asdesignexperiments
to understandobjectidentificationfor peoplewith low vision [55].
With thesestudies,weseedesignproposalsor initial usesof artifi-
cial intelligence for enabling applications for practical tasks.

Thereis now a growing literaturethat focuseson the lived expe-
rienceof peoplewith visual disabilitiesratherthan the technolo-
gy perse.ShinoharaandWobbrockhavepointedout thatassistive
technologycanimpedesocial interaction[43] andintroducedthe
term social accessibilityto promptdesignersto think beyondthe
assistancea deviceprovidesto its practicality in a social setting
[42]. Zolyomi et al. takethis onestepfurtherto considerthesocial
dimensionsof adoptingaparticularsightassistivetechnology[57].
Theseauthorspull out severalexamplesin which peoplechoseto
accessvisual cuesfrom the systemto supportsocialparticipation
throughunderstandingthesurroundingsor understandingaconver-
sational reference.

Thesocialdimensionsof thelived experience,however,haveonly
receivedlimited attentionby systembuilders.One group of re-
searchershaveexploreda socialassistant[38]. Madefrom a cam-
era and vibrating belt, the systemindicatesthe location and dis-
tanceof an interactionpartnerand their facial expression.This
work illustrateshow systemandpersonco-adapt.Other research
exploresthe captureof emotionalvalenceandheadnodding,and
delivers the determinedresponsesverbally. They illustrate the
challengeof havingcategoricalresponsesthatmaybecontextde-
pendent[36]. Thereis alsowork that focuseson communicating
gazedirectionthroughtactilefeedback,althoughit has,sofar, not
beentestedwith visually disabledusers[39]. This work buildson
researchon affectrecognition,but is only just beingexploredwith
people with visual disabilities.

2.2 Ideation Methods
Ideation is the creativeprocessof generatingnew ideas.While
therearemanymethods,GrahamandBachmanndelineatenineap-
proaches[20]. Someof theseapproachesareto solvespecificprob-
lems,suchasa knownaccessibilityissues.Othersareintendedto
createentitiesor experiencesnot yet known.Therearetwo types
of methodsin this lattercategorythatwewouldparticularlylike to
highlightasrelevanthere:1) derivativeideasthatinvolvechanging
an existingentity; and2) symbioticideaswhich comefrom com-
bining multiple ideasinto a singularentity.Thesetwo approaches,
particularlysuitedto engenderingnewideas,havebeenembodied
in a range of different techniques.

Ideationcardsis a commonideationtechniqueusedin designing
interactiveexperienceswith technology.Ideationcardshelp par-
ticipants to reflect on specific aspectsof the designor combine
unexpectedideas.Golembewski,for example,hasproposedhow
designersmight createtheir own cards,helpingthemmix people,
place,andobjectsin serendipitousways[19]. Therearea number
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of cardsetsavailablearoundspecifictopics,suchashumanisticas-
pectsof design[17] or legalandethicalaspectsin technologyde-
sign[30]. Woelfel provides an overview of existing tools[52].

Another ideationtechnique,andone that is more tactile, is Lego
SeriousPlay (LSP). LSP is a facilitated workshopin which par-
ticipantsrespondto tasksby building symbolicandmetaphorical
modelswith LEGO bricks which are then narrated.There is an
emphasison concreteexpressionof experiencesandideasthatare
otherwiseabstract.The practicalchallengesof implementingthis
methodhavebeennicely documentedfor imagininghealthfutures
[45]. This work describeshow to build the confidenceof partic-
ipantsin the ideationprocess,graduallyscalingup the exercises.
It alsotalks aboutthe importanceof mixing individual andgroup
tasksto enablethesharingandbuildingonothersÕideas.While tac-
tile, LSP relies heavily on sight to build and narrate the concept.

Therearemanyotherideationactivitiesandgamesthatenableidea
generationthrough derivation, symbiosis,and spontaneity[21].
Other methodsthat we havedrawn upon include: show-and-tell,
objectbrainstorming, andcritique. Show-and-tellis an activity in
whicheveryonebringsanobjectanddescribeshowit representsan
activity, enablinganyof thethreeideagenerationtypes.Similarly,
objectbrainstormingutilizesobjectschosenat randomasa way to
inspirefuture imaginings.Critique of currentsystemsis a mecha-
nismto provideinsightsinto designissuesby populationswho do
not currentlyusea technology,e.g.olderpeopleandbanking[48].
Thesemethodsprovidethestartingpointsfor thecreationof truly
tactile ideation methods.

2.3 Designing with People with Visual
Disabilities
A rangeof methodshavebeenusedto give voice to visually dis-
abledusersin the designprocessto varying degrees.A common
methodis in situ interviewingor observation. For example,Bran-
ham and Kane [12] focus on the co-creationof accessiblehome
spaces.Interviewing blind individuals and their partnersin their
homes,theauthorsarticulatehow "can'tdo" activitiescanmoveto
"cando" activitieswith preparationhelp from a partner.With this
method,the authorshighlight the rangeof existingstrategiesthat
peoplealreadyhaveto achieveanaccessiblehome.Theyalsoem-
phasisehow thesocialdimensionsof thehomemustbeaccounted
for in technology designed for this space.

User-centereddesignapproachesshift the focusfrom understand-
ing the user to encouragingthe user to articulate their needs
througha designprocess.Ye et al. [55], for example,usea wear-
ableprobeto providea senseof thematerialandthepracticalex-
perienceof interactingwith awearabledevicethroughaspeech-in-
terface.The authorsusedthe probeto help participantsarticulate
their views on both form andfunction.This approachgivesusers
a direct voice into designaspectsforefrontedby the designer,but
thesemethodsdo not bring theuservoiceinto how bestto solvea
problem.

Participatory designattemptsto integrateusersinto the design
processitself, to capturetacit knowledgein the productionof all
aspectsof thedesignfrom conceptto features.Thereareonly afew
studiesthat useparticipatorydesignwith peoplewith visual dis-
abilities.Williams et al. [50] carry out a participatorydesignses-
sion to designa wearablenavigationaide.Their first activity was
doing low-fidelity prototypingwith craft materialsas an alterna-
tive to sketching.The participantspreferredtalking, question-an-
swer style, not utilizing the craft materials.This left the facilita-

tor to constructprototypesbasedon their understandingof thedis-
cussion.Theauthorsreflectthatmorestructurewould havehelped
peopleengagein this unfamiliar task.Therectangulartablelayout
alsomadeit difficult for participantsto tactilelydiscoverwhatma-
terials were available.

A secondworkshopwasheld in which thesameparticipantswere
askedto assembleasetof electroniccomponentsto designadevice
that could be usedto addressa specific scenariothat had come
from a previousworkshop.This activity helpedparticipantsgrap-
ple with trade-offsof featuresversusweight aswell asdelveinto
thespecificsof physicaldesign.While therewaslittle imagination
of a technologybeyondwhat participantshad previouslyexperi-
enced,it enabledthemto havedetailedconversationsaboutform-
factor and physicaldesign.In doing so, they could contributea
wealthof tacit knowledge.However,the activitieswerenot suc-
cessful in helping participants generate new ideas.

Rattoet al. [41] detail their efforts to designa betterblind tennis
ball throughparticipatorydesign.Blind tennisathletesandseveral
hackers/engineersstartedthe day with a discussionof the sport
andtheproblemsfaced.Thesecondpartof theworkshopfocused
on prototyping,with a self-dividebetweensightedpeoplebuilding
andblind peopletestingandcommenting.To addressthis, theau-
thorsbuilt toolsfor blind prototyping,includingtactileoverlaysfor
circuit boardsand a digital multimeter.This work highlights the
complexrelationshipbetweenthematerialsbeingusedandpartic-
ipation.

Andrews[5] alsopresentsa hostof methodsusedover a number
of yearsto engageblind andpartially sightedpeoplein participa-
tory designprocesses.Theseincluded:moodboards,foammodels,
cards,existingproductfeedbackandstorytelling.Oneof the key
adaptationsneededto maketheseactivitieswork wastheuseof the
designerastranscriberto questionsposed.For example,in mood-
boards,participantswereaskedto respondto a technologybeing
named(e.g.TV remote)andsaywhatneededto beimproved.This
approachof adaptationrelies heavily on how the sightedperson
summarisesandprioritiseswhat is said,potentially taking the di-
rect voice away from people with visual disabilities.

Otherissuesdocumentedin AndrewsÕswork weretheneedfor pre-
viousfamiliarity with topicof discussionandchallengeswith low-
fidelity prototyping.Picturescould not be usedto conjureup an
idea,ratherparticipantshadto drawideasfrom theirexistingexpe-
riences.Low-fidelity prototypingwasalsoproblematic.While in-
tendedto inspireconversationthroughtheir look, their experience
by touchoften encourageddetailedfeedbackinstead.Participants
hada tendencyto focuson thedetailof thetactileexperiencefirst,
beforemoving to the generalconcept.While this makessensein
termsof theavailability of informationthroughthefingertips,it is
not appropriateto low-fidelity forms.The tactileandauditoryex-
perienceof materials,ratherthantheirvisualform, mustbeconsid-
ered in the design of appropriate activities.

3. METHOD
Themostsubstantialpartof themethodis thedesignof thetactile
ideationtasks.To do this, we drawupontwo typesof ideagener-
ationhighlightedin the relatedwork section:derivativeideasand
symbioticideas.We instantiatethesethroughre-structuringexist-
ing approachesdescribedaboveto be entirely non-visual.In this
section,we first presenttheconceptof thesetactile ideationtasks.
Wethendiscussthetwo settingsin which theworkshopswerecar-
riedout in UK andIndia.Finally, wedescribehowwesynthesized
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the results of the ideation process for presentation in this paper.

3.1 Tactile Ideation Tasks
Theworkshopconceptis built aroundthenotionof a sixth sense,
or a superpower,that theparticipantswould like to have.A focus
on a sixth sensewaschosento helppeoplearticulatea desirefor a
world augmentedin someway while beingtechnologicallyagnos-
tic. More specifically,it is intendedto questioninformationneed
irrespectiveof technology,while respectinghighly developedindi-
vidual strategiesandpreferencesto senseandform anunderstand-
ing of the world. The workshop consists of two activity sessions.

3.1.1 Activity Set 1
Thefirst sessionstartsby askingpeopleto describe,with thesup-
port of an object they are askedto bring, a sixth senseor super
powerthat they would like to havein small groups.Objects(e.g.
a pair of glasses)are passedaroundfrom participantto partici-
pant during description.The use of an object draws inspiration
from thecombinationof two approaches:showandtell andobject
brainstorming[21]. Show-and-tellis anactivity in whicheveryone
bringsanobjectanddescribeshow it representsanactivity. Object
brainstormingutilizesobjectsis awayto inspirefutureimaginings.
Thechoiceof objectswasa deliberateoneto providea tactileway
to share and reference ideas.

This initial activity is then developedthrough asking eachpar-
ticipant to choosea sixth sensethat is not their own (referenced
throughthe objectson the table)anda talking buttonthat speaks
pre-recordedtext.Talkingbuttonshaveplacenamesonthem,such
as:athome,at themall, atwork, at thetemple,etc.Participantsare
thenaskedto imaginehow theywould usetheir newsixth sensein
thatparticularlocation.To keeptheir handsbusyandcreatesome-
thing that canbe sharedwith the group,eachparticipantis asked
to createanaccessoryfor their chosensixth sensefrom a lump of
clay givento them.Participantsarethenaskedto discussandhand
their accessoriesto eachother,beforechoosingoneto give to the
participants in another group.

The aim of this task,similar to ideationcards,is to juxtaposethe
unexpectedto stimulatecreativethinking beyonda personÕsown
initial ideas.The useof clay drawsuponthe researchfrom Lego
SeriousPlaythatproposesthatmakingwith thehandsinspiresdif-
ferentkindsof the ideas[40]. Thechoiceof makinganaccessory
is intendedto takethefocusoff havingto find a form for thesixth
sense.Theneedto choosea singleconceptfrom all of thosemade
by theparticipantsis intendedto stimulatethediscussionandpri-
oritizationof thebenefitsand/or disadvantagesof aparticularsixth
sense.It is also envisionedto provide a mediumto seewhether
challenges raised in this discussion are common to participants.

Finally, eachgroupintegratesthesixthsenseandscenarioreceived
from theothergroupwith anexistingtechnologythattheycurrent-
ly useto makeanewtechnology.Thiscanbeeitheranentirelydig-
ital technology,suchasan app,or a physicaltechnology,suchas
a liquid level meter.Thesessionfinisheswith bothgroupssharing
their final concepts.This final activity providesanopportunityfor
the facilitator to explorecurrenttechnologyuse.It alsobringsthe
sub-groupstogetherto discussthe ideasgeneratedthroughoutthe
first set of activities.

3.1.2 Activity Set 2
While the first set of activities is bottom up, with no constraints

aroundthe technology;the secondset of activities is top down,
ideatingarounda specificsetof technologies,explicitly exploring
opportunitiesfor artificial intelligence,with a particularfocuson
computationalvision.This setof activitiesstartswith a discussion
of whatartificial intelligencetechnologiesarecapableof now and
what is predicted they might be capable of in 10 years' time.

Participantsarethenaskedto designa technologythat theywould
like to usefrom a setof widgetsthatwill beprovidedto them.In
thefirst round,participantsareaskedto chooseoneartificial intel-
ligence(AI) widget andoneoutputwidget.The AI widgetswere
previouslydecideduponduringaworkshopwith computationalvi-
sion researchers,and include:a personrecognizer,an object rec-
ognizer,anobjectaligner,anda roommapper.Theoutputwidgets
include:speech,vibration,3daudio,andtactiledisplay.Forexam-
ple,participantsmaycreateasystemthatrecognizesthealignment
of two objectsandtells theuseraboutthis throughvibration.These
widgetsarerecordedon a talking buttonin thecraft box thatwill
be given to the participant.

Participantsarefurther encouragedto usetheir own personalbox
of craft materialsto illustratethescenarioin which their invented
technologywould be used.The craft materialboxescontain:pipe
cleaners,paperclips, clay,balloons,legofigures,a safetyblanket,
foam,anddouble-sidedstickypads.Themakingapproachis in line
with the theoriesfrom Lego Seriousplay, with individual boxes
aimedat reducingthe problemof materialsbeingtoo far awayto
reach or undiscoverable, a problem raised in the literature review.

After 15 minutes,peoplecanadda secondwidget. The final de-
signs,arethenpassedontrays,anddescribed,anddiscussedacross
both groups.

3.2 UK Cohort
Six participants(2 women)were recruitedthroughpersonalcon-
tactsof the leadresearcherwho is an activememberof the local
blind community.They werechosento representthe diversity of
theblind community.Participantagesrangedfrom 8 (represented
by his mother)to 60 yearsold; vision levelsrangedfrom noneto
ability to readadaptedtext; andbothearlyandlateblind werein-
cluded.All participantswereheavytechnologyusersandcouldbe
seen as early adopters.

Theideationworkshoptookplacein thepublic spaceof a research
lab in Cambridge,UK. Participantsworked in groupsof threeat
small round tablesfor the first activity set.They sat in the same
groupsat larger rectangulartablesfor the secondactivity set as
more spacewas needed.The sessionwas intendedto last three
hours,but intensediscussionsmadeit last more than four hours.
Each group had a facilitator.

3.3 India Cohort
Eight blind andpartially sightedindividuals (4 women)were re-
cruited from EnableIndia, a charity that teachescomputerskills
(e.g. keyboarding,and screenreaderuse)along with workplace
skills (e.g.interactingin a sightedworkforce).Participantsranged
in agefrom late teensto thirties;sight levelsrangedfrom adapted
text to no sight; andincludedearly andlate blind users.All were
learningto usetechnologyto gain betterjobs.Threeweresmart-
phone owners.

The workshopstook placein a researchlab in Bangalore,India.
Participantsweresplit into two roomsby gender,to enablea freer
discussionin aculturewheregenderplaysastrongmediatingrole.
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Figure 1.Tactile ideation workshop with six participants. (Left) Object-based show and tell; (Right) Craft-based scenario genera-
tion.

Figure 2.Tactile ideation workshop in India with eight participants. (Left) Breakout for women with two facilitators; (Right)
Men's breakout with one participant.

Eachgroupsatarounda smallroundtablewith a facilitator.While
all participantsspokeEnglish,someweremoreconfidentthanoth-
ers.Local languagessuchasKanadaandTamil werealsospoken
during the workshop,particularly in the womenÕsgroup.Several
helperssataroundtheoutsideof thetable,helpingwith translation.

The ideation taskswere adaptedbasedon the experienceof the
UK sessionaswell aspracticalneed.This workshopfocuseden-
tirely on activity set 1 due to the resistancewe saw in the UK
workshopto usingclay andcraft materials(asdiscussedbelow).
In lieu of participantsbringing objects,we had various objects
availableto them.Theseincluded:pipecleaners,pebblemagnets,
survival blanket,stressball, blue-tac,andpaperclips.Participants
wereaskedto usetheseto help themthink of a sixth sense.This
wasdonefor practicality,aswe did not havedirect contactwith
participantsbeforetheir arrival.Theplacesusedin theplaceactiv-
ity wereadaptedto be culturally relevant:Market,Temple,Rela-
tiveÕs house, and Work or School.

3.4 Data Synthesis
All of the workshopswerevideo andaudio recorded.The facili-
tatorsof eachgroupalsotook notesduring andafter the session.
Eachworkshopgroup had two peopledraw out the ideaswhich

werethenplacedin aspreadsheet.Relatedcontext,suchasuseex-
amplesof proposedideasor detailsaboutthe participantsÕback-
groundthathelpedinterpretation,werealsoincluded.Theauthors
workedtogetherto clusterthedatainto meaningfulgroupspresent-
ed in the findings.This wasan iterativeprocessinformedby im-
mersionin theliteratureaswell asotherrelatedstudieswith people
with visualdisabilities.Permissionwasgivento theuseof photos
in publications.

4. FINDINGS
Thetwo ideationsessionswerebothhighly generative,spawninga
largeandvariednumberof ideas.Someof thoseideasweredirect
descriptionsof whata technologywoulddo:Òidentifyanofficial at
anoffice or summona guideÓ(Ip7). Othersdescribedhow a tech-
nologymightdosomething:ÒTheaccessorywouldtransferthepat-
ternsin theenvironmentto mein asilentway,not involving vibra-
tion or audio.I want it to go directly to my brain.Ó(UKp5). Many
of the ideascameaspart of stories.Thosestoriescommunicated
howaparticularneedwould impacttheparticipants;or, thepartic-
ipantsintegrateda varietyof ideasgeneratedthroughthe iterative
activitiesinto a singleproposedscenario.Below aretwo suchex-
amples, respectively.
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A sixth-senseto tell mewhenIÕveoffendedsomeone
as I canÕtread peopleÕsreactions anymore. You
wouldnÕtknowif youqueuejumpedandsomeonewas
offended.Peopleare likely to tell you whenyou are
pleased,but maytry to hidetheir frustrationor anger.
(UKp3)

Thesystemalreadyknowswho your relativesare(be-
causeyou interactall thetime).Detectchangesin fur-
niturefrom last time visited.Who is presenttoday?Is
cousinthere?Facialexpressionmayindicatethatfam-
ily folks aren'tthat interestedin having you around.
(Ip6).

Mostnotableabouttheideasgeneratedis thatthemajoritymention
peopleeitherasobjectsof identificationor aspart of the story. If
we breakdownour datainto singularideasandremoveduplicates
from thesamegroup,we count66 ideasof which 28 arefrom the
UK. Fourof the imaginedsixth senseswerenot specificto people
with avisualdisability, focusingonÒknowingthefutureÓor Òdiag-
nosingillnessthroughfeelingthehand.ÓFortyof theremaining62
ideasmentionedpeoplein someway. While theseareroughesti-
matesgiventhedifficulty of quantifyingÒanidea,Ótheydo give a
senseof how pervasiveandimportantpeoplearein the ideasthat
surfaced.We focusthe remaininganalysison articulatingthe dif-
ferent ways people feature in our data set.

4.1 Identifying People
Many of theexamplesfocusedon identifying andlocatingknown
people.Someparticipantswantedto identify friends in a temple
(Ip4), or know when their managerwas passingby at work
(UKp4). Thesetwo examplesare illustrative of a rangeof exam-
ples in which otherstrategies,suchasvoice or handshakerecog-
nition couldnot bebroughtto bearbecauseof thesocialprotocol.
Two othersituationsweresingledout asbeingchallengingplaces
to identify people:networkingeventsandserendipitousmeetings
on thestreet.Thenoiseandcrowdof anetworkingeventmadeag-
ile movementto sought-forpeopledifficult. Whereastheserendip-
ity of thestreetmadeit difficult to applycontextin thesense-mak-
ing process of who might be around.

When networking it can be hard becauseyou know
peopleare in the room, but you donÕtknow where
(UKp1).

As illustrated through theseexamples,identifying peoplehad a
numberof purposesbeyondengagementwith aperson:First,some
of our participantspointed out with a wry senseof humor that
identifyingpeoplealsoenablestheiravoidance.Avoiding peopleis
somethinga personwith a visualdisability cannoteasilydo. Sec-
ond,in anextendedexamplefrom theIndia workshop,identifying
which relativeswerein the housewhenlooking for ÒcousinÓwas
desired(Ip8). This additionalinformation provideda social con-
text to ascertainthesociallyappropriatemannerfor engagingwith
acousinevenif theotherpeoplewerenot theintendedfocusof the
visit.

Identifying peoplewasnot limited to a knownperson.It wasalso
important to identify peopleroutinely in the sameenvironment.
Participantsspokeabouthowtheyoftenfelt disconnectedfrom the
communities in which they lived and worked.

I live in a village. Peopleknow what I look like and
theywill oftensayhello to me,but I havenocluewho
theyare.If theycomeandspeakto me,theysay,IÕve
knownyou for 20 years.But I havenÕtknownyou for
20 years, youÕve never spoken to me before. (UKp5)

There was almost a fascinationwith how sightedpeoplecould
meeteachother without directly interactingjust by being in the
samespace.Theseexamplesstretchtheideaof peopleweknowby
name to those we know by sight, or the familiar stranger.

Not least,therewereseveralexamplesin which theroleof theper-
sonwasmore importantthan identifying the person.In the most
direct sense,therewas a needto identify help or a guide when
enteringa building (Ip7). This could also extend to temporary
roles,suchasfinding peoplewho look like theyaregoingto lunch
(UKp4). Themostgeneralform of thiswasgaininganunderstand-
ing of whois around.Forexample,understandingwherepeopleare
walking andpraying in a templeenablesnavigatingaroundthem
(Ip4). Equally,peopleubiquitouslywantedto know wherepeople
were absent, in order to find an empty seat.

4.2 Managing Social Interactions
Beyondthe identification of people,many examplesfocusedon
theidentificationof socialcuesto enablethemanagementof social
interaction.Someparticipantsemphasizedthe desirefor the low-
bandwidthcommunicationprovidedby eye-contact(UKp5). An-
other participantpointedout that it providesa back channelfor
communicatingwith a single otherpersonin a room when there
weremultiple people(UKp3). This is capturedin theexamplebe-
low:

I wantto beableto look at [blind son]acrosstheroom
to let him know that he shouldstop what he is do-
ing without drawingeveryoneÕsattentionby speaking
aloud. (UKp6)

Otherswanteda moresophisticatedway to readreactionsto mod-
ulatetheir ownbehavior,whetherit bein adoctor-patientrelation-
ship or just with family.

A way to know how someoneis respondingwhenIÕm
breakingbadnews[asa doctor] in a hospitalcontext.
(UKp2)

RelativesarenÕtalwaysthat interestedin havingyou
around.It would be useful to gaugeattentionandin-
terest from them in a conversation. (Ip6)

Interestingly,peoplewere more concernedwith getting negative
cuesratherthanpositive,pointing out that peoplearemoreforth-
comingwhentheyarepleased,but attemptto beneutralwhendis-
pleased.This attemptat understatementmadereadingintent from
audiocuesalonefar morechallenging.Finally, peoplewantedto
accessnon-verbalcuescritical for interaction,suchasanextended
handor a headnod.Non-verbalcuesalsoextendedto understand-
ing attention.

I want to understandthat the priesthasextendedhis
hand with an offering of Prasad. (Ip1)

Supposewe havegoneto a vendorto buy somestuff
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andwearekeepingontelling him something,butheis
talking to the customerbesideus.So we arenot able
to understandwhetherheis talkingto *me* or theper-
son beside me. (Ip5)

While onegroupin the UK musedover why peoplecontinuedto
usesuchnon-verbalinteractionswith peopletheyknewcouldnot
seethem,thegroupsin Indiadid notquestionthephenomenon,as-
suming it was their responsibility to fit socially.

4.3 Social Stories
Therewerealsoa largenumberof examplesin which peoplefea-
turedprominentlyin thestory,but peoplewerenot necessarilythe
objectsof recognition.While the quotationbelow hasseemingly
little to do with people,unpackingit with the participantsled to
a discussionaroundconversationalparticipation.When out-and-
about,it wascommonto fall into a relationshipin which theworld
wasdescribedby the sightedpersonandthe descriptionabsorbed
by the visually disabled person.

Here are a pair of glassesand they are magical,or
technical,samething.Theycandopatterndetection.I
amvery competitiveandno matterwhat thesituation
my wife or colleaguescando betterwhenit comesto
matching patterns. (UKp4)

Conversations,whenout-and-about,areoftenaboutvisualsimilar-
ity ÐÒthatis similar to thehouseswesawin SwedenlastyearÓÐor
visualdifferenceÐÒthatshopis now closed.ÓOur participantsfelt
that themorevisualcuestheyhad,themoreopportunitytheyhad
to initiate conversation.

On the surface,the next examplemay describethe mechanistic
challengeof recognizingand distinguishingcoins,yet the social
storyunderlingthis instanceratherhighlightsthedesireto takepart
in activities without disrupting social norms.

At thetemple,wefind it hardto recognizethecoins(1
Rupeeor 2 Rupees)to offer during theprayersto the
priest.It is alsohardto distinguishnotesto offer. With
shops,wecanalwaysaskwhatnoteit is andexchange
it with theright oneif wrong.But at a temple,we are
embarrassedto askandexchangenotesor coins.We
want to be able to tell accurately. (Ip2, Ip3)

This exampleillustratesthat the motivationfor a simplerecogni-
tion technologyis influencedby thesocialsettingin which it is re-
quired.While suchtechnologiesmaybeusefulin arangeof places,
ourexampleshighlightedhowsocialspacesoftenreducetheavail-
ability of otherstrategiesto gaininformation,makingsocialpartic-
ipation more difficult.

Socialparticipationtook on a newshapewith severalexamplesin
which the technologicalneedwasto avoidbeingtakenadvantage
of because of a disability.

I wanta talkingATM. My friendsor relativeshelpme
now, but sometimes they take a tip. (Ip3)

The sellergivesme somethingother thanwhat I ask
for. I tell him that this is not right, but hedoesnÕtbe-
lieve me. I needsomethingto prove that I am right.
(Ip1)

Theseexamplesshowthatsocialparticipationis not only a matter
of desire,but also of necessity.The ability to demonstratecom-
petenceandÒnormalityÓis a key driver of informationalneedin
somecircumstances.While we only sawsuchexamplesin India,
we know that thereis relatedresearchthatsuggestsa similar need
in Westerncontexts,suchasthedemonstrationof professionalism
among blind people at work[11].

Sociallymotivatedtechnologyusealsocamefrom theneedfor so-
cial independence.Someof ourexampleshighlight thatthelackof
informationkeepsyoungpeoplefrom gainingthe social indepen-
dence they desire as illustrated in the quotation below.

My parentsdo this now, but IÕdlike my phoneto be
able to tell me about obstacles or steps (Ip8).

Most of the examples,like this one,askingfor practicalsolutions
did not referencepeople,but could be seenassocially motivated.
While gainingsocial independenceis perhapsthe oppositeof so-
cial participation,they are linked in that social independencefor
mundanetasksenableseffort to be put towardsinherentlysocial
interactionsunencumberedby need,creatingan equalityof inter-
action.

4.4 People across Cultures
Themoststrikingaspectof ourdatais thesimilarity of ideasgener-
atedacrossthetwo workshops.TheUK andIndia havesubstantial
cultural andinfrastructuraldifferences.We hadexpectedthat this
might leadto differentideationresults,but this waslargelynot the
case.Theonly differenceswere:theUK hadideasunrelatedto vi-
sualdisability; andIndia startedtheconversationwith very direct
day-to-dayneedspeoplewantedmet,suchasbetterwalking direc-
tions.However,oncesettledinto theactivities,theideasacrossthe
two localitiesbecamemuchmoresimilar.Themostendearingex-
ampleare the following two quotationswhich areaiming for the
exactsamething Ðthat thing thatmanyyoungpeoplearelooking
for regardless of culture or location.

If I'm talking to someoneandthey'renot that interest-
edin speakingto me,their facialexpressionwill show:
Soyou canfinish theconversationquickly. She'sjust
not that into you. (Ip5)

A way to read emotionsduring the [name] therapy
groups;whengirls areeyeingme.I canguessalot less
aboutwhat peoplethink now that I cannotseetheir
faces. (UKp1)

5. DISCUSSION
We have presentedthe methodand synthesisof findings from
ideationworkshopswith visuallydisabledpeoplein theUK andIn-
dia in orderto understandhow this usergroupmight imaginetheir
ownfuturewith (artificial) intelligentagents.Weweresurprisedto
find thatwhentakinganideationapproachagnosticto technology
andcurrenteverydayneeds,our participantsfocusedon technolo-
gies that could help themmeettheir social desires.In somecas-
esthat wasa matterof recognizingpeople.In othercases,it was
a matterof beingableto participatein socialsituationswith their
disability beingunobtrusive.It wasstriking that this finding was
consistentacrossUK andIndia,despitesubstantialculturalandin-
frastructural differences.
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In the discussion,we teaseout what the socialdimensionsof the
lived experienceof this user group might look like in a design
process.We also commenton the particularitiesof the tactile
ideationworkshopmethodandits role in forefrontingsocialinter-
action in our findings.

5.5 Enabling Social Experiences
The moststriking aspectof our workshopswasthe strong,cross-
cultural focuson the sociality of the lived experienceof our par-
ticipants.This standsin contrastto the political motivationof ac-
cessandaccessibilityoften referencedin the technologycommu-
nity. While accessto education,work, or culturemediatedthrough
technologyis critical, we shouldnot forget thatpeoplesÕlives are
situatedsocially. In our workshops,the desirefor nuancedcom-
municationandinteractionwith otherpeopleroseabovethemore
practicalchallengesthat our participantsundoubtedlyfaced,such
as getting to work.

Thestrongfocuson socialsituationsin our workshopwasunder-
pinnedby a setof storiesthatsuggestedexamplesin which exist-
ing strategieswere not sufficient. All our participantsin the UK
andmostin India hadstrategiesfor gettingto work andotherdai-
ly activities.They werealsoskilled in usingbroaderresourcesof
contextto infer socialbehavior[14]. However,participantsÕdevel-
opedstrategiesoftenbrokedownwhentherewasaneedto respect
formalsocialstructure.Indeed,participantsfelt thateliciting social
informationin manysocialsettingsforegroundedtheir disabilities
in an undesired way.

Identifying peopleandtheir associatedattributeswasa prominent
themein our findings: knowing who is around,who is a familiar
stranger,or who is in an official role. Our findings alsohighlight
that sociality for our participantsextendedbeyond recognizing
peopleandtheirattributes.Participatingsociallyoftenmeantdoing
what othersare doing, simulatinga rangeof visual capabilities,
suchasobjector textrecognition.While thismaybeseenassimply
anaccessissue,it is thesocialcontextwhich shapeswhy andhow
someof theseneedsmight bemetwith technology.It maynot be
appropriate to use an expensive mobile phone in an Indian temple.

It is possible that social experiencesfeatured strongly in our
ideationworkshopsbecauseof the inherentlyhumanimplications
of positiveandnegativesocial interactionfor oneÕssenseof self
[27]. Peopleare strongly motivatedby loss aversion,and social
awarenesscanprovidea safetynet for our behavior.Previousre-
searchhasshownthatavoidingdeviationsfrom socialnormsfea-
turesstronglyamongusesof technologyenvisagedby somepeo-
ple with visual disabilities [28]. Our findings suggestthe same,
promptingusto considerthedesignspaceof enablingsocialexpe-
riences in assistive intelligent technologies.

To supportdesignersand technologistsin thinking aboutwhat it
might meanto enablesocialexperiences,we identified socialdi-
mensionsthat wereprevalentin our data.Threeof thesespanned
socialactivities that peopleparticipated:socialnavigation,social
maintenance,socialparticipation.We identifieda fourth category,
social independence,which motivateda wide rangeof activities.
Thedefinitionof eachof thesedimensionscanbefoundin Table1.
Thesedimensionsareintendedfor broadeningthoughtsin ideation
and design practicesto ensurewe design technologiesthat go
beyondmeetingpeopleÕsfunctional needs,to meetingthe social
needs that make us inherently human.

This designspace,with initial explorationscompelling(e.g.social
interactionassistant[38]), must be approachedwith nuance.Lit-

Table 1.Categories of social activities and motivations

Axis Definition Example

Social Main-
tenance

The process
of managing
interaction
through
knowledge of
other partici-
pantsÕ social
cues.

I want to understand that the
priest has extended his hand with
an offering of Prasad.

A way to know how someone is
responding when IÕm breaking
bad news [as a doctor] in a hos-
pital context.

Social Navi-
gation

The process
of identifying
and entering
into opportu-
nities for so-
cial interac-
tion.

When networking it can be hard
because you know people are in
the room, but you donÕt know
where.

Finding people who look like
they are going to lunch.

Social Partic-
ipation

The ability to
participate in
a given social
interaction.

At the temple, we find it hard to
recognize the coins to offer dur-
ing the prayers to the priest. É
But at a temple, we are embar-
rassed to ask and exchange notes
or coins. We want to be able to
tell accurately.

Visual cues of the environment
provided the opportunity to initi-
ate conversation.

Social Inde-
pendence

The ability to
be free from
the con-
straints of so-
cial interac-
tion through
independent
abilities.

I want a talking ATM. My
friends or relatives help me now,
but sometimes they take a tip.

My parents do this now, but IÕd
like my phone to be able to tell
me about obstacles or steps.

erature,for example,hasalreadyalludedto the challengesof ex-
pressingcontinuousaspectsof non-verbalinteractions(e.g.facial
expression)with thelabelledclassesmachinelearningsystemscan
produce[36]. Indeed,mappingthe visual recognitionof identi-
fied peoplein spaceto an audiblerepresentationraisesa hostof
questionsabouthow location,spaceandidentify areco-constitut-
ed (see,for example,[32]). For thosewith little to no sight, there
may be significantly different notionsof peoplein spacethat are
noteasilyalignedwith visualmodesof recognition.Theseinsights
remindusof theimportanceof socialaccessibility[42], bothin the
use of technology and priority in designing it.

5.6 A Reflection on Method
The ideas generatedin the workshopsundertakenare without
doubtshapedby the methodsthat we used.A key elementof the
first part of the methodwasto focuson encouragingparticipants
to imaginea sixth senseratherthana technologyper se.Interest-
ingly, participantsin the UK did not containtheir ideasto visual
disability; manywantedto predictthe future.In India, thepartici-
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pantsstartedout persistentlyfocusedon daily challengestheyex-
periencedignoringtheideaof asixthsense.Gradually,throughthe
layeringof exercisesthatbuilt on andchangedpreviousideas,our
participantsstartedto reachbeyondwhat they thoughtwaspossi-
ble, to what would they would really like.

It wasstriking that in the UK, in which the sixth senseactivities
werefollowedby activitiesimagininga technologybasedonexist-
ing technologies,this leadto dramaticallydifferent typesof ideas.
In thefirst setof activities,all theparticipantsfocusedon waysof
connectingwith otherpeople.In thesecondsetof activities,all par-
ticipantsbuilt navigationalandmappingtools.Wecansurmisethat
thisdramaticchangemayillustratethechallengeof peopleimagin-
ing theform of newtechnologiesor how theyÕdwork. It mayhave
beenalsoanissueof thedifficulties of prototypingwithout vision.
Oneparticipantsaid:ÒIÕmonly doingmapsbecausetheyaremore
fun to make.ÓRegardless,it is clearthatmethodsthatdrawpeople
awayfrom solving daily problemsopenup the spaceabouttech-
nologies we might imagine for the future.

A substantialpart of the workshoprelied on physicalobjectsas
a meansto supportideationandcommunicationbetweenpartici-
pants.Objectsworkedwell in both the UK andIndia asÒfiddleÓ
things:waysto keepthehandsbusyandnot feel compelledto talk
asideasformed.In theUK, theyalsoworkedwell for sharingcon-
ceptsandhelpingpeoplekeeptrackof theideaspresented.In India,
someof theparticipantstreatedtheobjectsquiteliterally. Thesafe-
ty blanketwaslike aparachuteto getoff aplane;blue-taccouldbe
usedto makeart work with oneÕschildrenfor school.The useof
objectsaspromptsfor lateralthinking seemedto beanunfamiliar
ideato someof our participants.This probablyhaslessto do with
theuseof objects,but ratherdesign-ledmethodsbeingmorefamil-
iar to those with particular educational backgrounds[0].

Prototyping,the creationof new objectsasa meansto exploreor
presentideas,did not work well. It wasenjoyedby thosewith par-
tial-sight,but thosewith lessvision foundit difficult. While people
enjoyedplaying with the materials,wrappinga fluffy pipe clean-
er aroundtheneckor playingwith clay asputty, it wasdifficult to
put thingstogetherin a coherentscene.Thespatialunderstanding
neededtaxedpeoplein awaythatdid notencourageideation.Mak-
ing thematerialseasilyavailablein personalboxesandproviding
boundedtrays for the work wasnot enough.The clay alsomade
peopleÕshandssticky, a problemif you usedyour handsto make
senseof theworld. It couldbeinterestingto exploretheadaptation
of methods,suchasinvisible design,thatelicit discussionthrough
ambiguous film without ever showing the design[13].

We presentin this paperthe ideasgeneratedthroughthe ideation
process;however,therewasalsoa lot of insightful sidetalk. The
sessionsnaturally encouragedpeople to volunteer information
abouttheir currenttechnologyuse.We got, for example,several
excellentcomparisonsbetweenavailabletechnologies.Participants
talkedat lengthaboutappropriateform-factorof devices.Not least,
participants,both in India andUK, werevery forthcomingabout
their thoughtsandchoicesrelatedto living with a visualdisability.
This opennessbuilt asthesessionwenton, with someof themost
poignantdiscussionsat the end.We felt that tactile engagement
workedwell asa meansfor empatheticengagementto conducten-
quiry into peopleÕs lives without intruding[49].

6. CONCLUSIONS
As artificial intelligencematures,it becomesincreasinglyimpor-
tant to understandthe kinds of thingsthat peoplewith visual dis-

abilitieswould like to haveaspartof their techtoolkit. In this pa-
per, throughpresentingthe findings of tactile ideationworkshops
in both UK and India, we highlight an underexploredspacefor
imaginingtechnologiesfor peoplewith visualdisabilitiesthatfore-
frontstheinherentsociality in which theylive. As designers,tech-
nologists,and researcherswork to imaginehow intelligent tech-
nologiescanpartnerwith peopleto increasecapabilities[26], we
encouragea moredeliberatefocuson usersÕsocialneedsandde-
sires.
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